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Knowledge compilation is emerging as an effective tool for
scaling exact inference to complex probabilistic programs [5,
15, 18]. The essence of knowledge compilation is to encode
a probabilistic program as a compact data structure, such as
a binary decision diagram. This inference strategy strongly
resembles symbolic execution. In parallel work, we have used
this observation to repurpose the symbolic executor Rosette
[21, 22] to perform probabilistic inference. Here, we aim to
develop the mathematical foundation for this adaptation of
Rosette and expand its applications beyond probability and
non-determinism.

The key insight is that both probabilistic choice and non-
deterministic choice are (commutative) affine effects. We
show that every affine effect gives rise to a denotational se-
mantics for symbolic execution. This semantics is inspired
by models of name generation [8, 16, 19, 20] and the sheaf-
theoretic approach to the Giry monad [17]. Our semantics
is based on a category of worlds containing symbolic heaps.
Types then denote world-dependent sets, and programs de-
note world-dependent functions. We show that this seman-
tics is sound and complete in the sense of Torlak and Bodik
[22]: it captures all and only those outcomes that are reach-
able by computation using the original affine effect (Theo-
rem 0.1).

Affine Effects. Probability and non-determinism, without
observation and failure, are both affine effects [4]. Program-
matically, this means that (i) two monadic let-bindings may
be exchanged if doing so does not create a free variable
and (ii) a monadic let-binding may be dropped if its bound
variable is not referenced. Figure 1 depicts these rules for a
monadic PPL with coin flips. We say that a monad is affine
if it validates these two equations.1

Noticably, this purelymonadic formulation of affine effects
is presentation-invariant. For example, non-determinism is
typically presented by a single primitive operation amb :
1→ P# (B) [10], but the usual model of non-determinism—
the non-empty, finite power set monad P# [11]—does not
distinguish amb from other maps 1→ P# (B). In symbolic
execution, the presentation of an effect in terms of primitive
operations is crucial: a symbolic executor represents the
results of primitive operations as symbolic variables.

In order to work with a particular presentation of an affine
effect, we import the theory of algebraic effects [12, 13].
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1In Kaddar and Staton [6, Definition 2.3], this is called the dataflow property.
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Figure 1. Examples of commutative (left) and affine (right)
equational laws for a monadic PPL with coin flips.
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Figure 2. Examples of commutative (top) and affine (bottom)
equational laws from Figure 1, as algebraic syntax trees. Each
left subtree corresponds to the “true” branch of computation.

Following Bauer [2], we say an algebraic theory T = (Σ, E)
consists of a signature Σ = {(op𝑖 , 𝐴𝑖 )}𝑖∈I and equations E.
Each operation symbol op𝑖 in Σ has arity 𝐴𝑖 . Informally, an
arity is the set of possible outcomes for a particular operation
symbol. For instance, the operation symbols amb and flip 𝑝—
where 𝑝 is a rational number between 0 and 1—both have
arity B.
Every theory T freely generates a monad T on the cate-

gory of sets [2, 3, 9]. We briefly recall the construction of this
monad. Given Σ and a set 𝑋 , define TreeΣ (𝑋 ) to be the set
of trees where (i) every leaf must be an element of 𝑋 , and (ii)
every node is an 𝐴𝑖 -ary operation symbol op𝑖 in Σ together
with |𝐴𝑖 |-many subtrees. The monad T maps a set 𝑋 to the
set TreeΣ (𝑋 ) quotiented by the equations in E. Tangibly,
T (𝑋 ) models computations that depend on the output of
effectful operations and produce a value in 𝑋 . We say T is
an affine algebraic theory if T models an affine effect.
In the monadic programming language induced by T ,

each operation symbol op in Σ with arity 𝐴 automatically
corresponds to a generic operation op : 1→ T (𝐴):

op() = [op(𝑎1, . . . , 𝑎𝑛)] 𝑎1, . . . , 𝑎𝑛 ∈ 𝐴
That is, op() is the equivalence class containing the syntax
tree with one node op and a leaf for each 𝑎𝑖 ∈ 𝐴. Figure 2
reiterates the examples in Figure 1 using generic operations.
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Note the similarity between Figure 2 and probabilistic deci-
sion trees.
The function of a symbolic executor is to compute com-

pact representations of these decision trees. To do this, sym-
bolic executors require symbolic variables, which serve as ab-
stract representations of the outcomes of effectful operations.
As our work seeks to justify the probabilistic adaptation of
Rosette, we recount symbolic variables in the context of
symbolic unions.

Symbolic Unions. Rosette represents non-deterministic
values as symbolic unions, which are dynamically gener-
ated and merged throughout a program’s run time [14, 22].
When Rosette is restricted to Boolean non-determinism,
new symbolic unions are introduced using the operation
ŝym, the symbolic analogue of amb.

To evaluate ŝym, Rosette returns a fresh symbolic union

ŝym ⇓ [x : ⊤,¬x : ⊥]
for some fresh name x called a symbolic variable [22]. Intu-
itively, this symbolic union reads as “if the Boolean formula
x is true, then the symbolic union has value ⊤; if the for-
mula ¬x is true, the union has value ⊥.” As symbolic unions
are manipulated during a program, they may include an ar-
bitrary number of guarded concrete values, where guards
are disjoint Boolean formulae over all generated symbolic
variables [22].

In concurrent work, we have adapted this operational
semantics to probabilistic choice. The symbolic probabilistic
choice operation f̂lip 𝑝 can be evaluated similarly to ŝym,
but our operational semantics additionally requires a weight
map 𝜛 to track the probability that each symbolic variable
is true:

(f̂lip 𝑝,𝜛) ⇓ ([x : ⊤,¬x : ⊥], 𝜛 [x ↦→ 𝑝])
In this work, we seek a denotational account of this sym-

bolic execution strategy, that additionally generalizes to
other affine effects. What distinguishes symbolic execution
from the usual monadic semantics for an algebraic effect is
that every primitive operation is tagged with a unique symbolic
variable. It follows that every total Boolean assignment to the
symbolic variables created at run time uniquely determines
a concrete value of the program’s result.
Compared to amb whose effect is local, the behavior of

ŝym therefore depends on the global count of generated sym-
bolic variables. For example, if 𝑘 symbolic variables have
been created during a program, ŝym will generate a fresh
symbolic variable x𝑘+1 and return [x𝑘+1 : ⊤,¬x𝑘+1 : ⊥],
which is equivalently a function B𝑘+1 → B depending only
on the (𝑘 + 1)-th input.
Hence, the semantics of an arbitrary symbolic executor

must include global state that tags each symbolic operation
executed during run time. Moreover, a symbolic union over a
set 𝑋 must behave as a map whose domain is the product of
possible outcomes for all executed symbolic operations and

𝜔1 =

(
{x1, x2},

{
x1 ↦→ (flip 1/7,B),
x2 ↦→ (flip 1/4,B)

})
𝜔2 = ({x1}, {x1 ↦→ (flip 1/3,B) } )

(a) Symbolic Heaps

L(B2 ) (𝜔1 ) = Set(B2,B2 )

L(Z) (𝜔2 ) = Set (B,Z)

(b) Lifting

Figure 3. Examples of symbolic probability, following exam-
ples in Figure 2.

whose codomain is 𝑋 . This finally motivates our definition
of symbolic heaps.

Categorical Symbolic Execution. To store executed sym-
bolic operations, along with their unique tags, we introduce
the concept of a symbolic heap. This sets up a framework
for symbolically executing any affine algebraic theory.

Let T = (Σ, E) be an affine theory and denote the category
of symbolic heaps asW. Each object ofW is an Σ-valued
heap—that is, a pair (𝐿,ℎ) consisting of a finite set 𝐿 of names
(symbolic variables) and a function ℎ : 𝐿 → Σ mapping each
name to an operation symbol and arity.

We then lift a set 𝑋 to a set of symbolic unions L(𝑋 ) over
𝑋 as follows: for any heap (𝐿,ℎ), define L(𝑋 ) (𝐿,ℎ) to be the
set of functions

∏
{ℓ ↦→(op,𝐴) }∈ℎ 𝐴 → 𝑋 . Figure 3 illustrates

examples of lifting for symbolic probability.
Lifting defines a functor L : Set → [W, Set], where
[W, Set] is a functor category inhabited by categorical sym-
bolic unions. Interestingly, it can be shown that, for every
set 𝑋 , the lifting L(𝑋 ) is an atomic sheaf.

The symbolic execution monad T̂ on [W, Set] models ex-
tensions of the heap with new tagged operations, much like
in models of name generation [19]. Categorically, this monad
is a coend that quantifies over symbolic heaps. As in alge-
braic effects, each operation symbol op in Σ with arity 𝐴

yields a generic symbolic operation ôp : L(1) → T̂ (L(𝐴)),
which extends the heap with ℓ ↦→ (op, 𝐴) for a fresh name ℓ .

Now, a symbolic executor is correct if it exactly captures
the reachable branches of computation [22]. Our main theo-
rem captures this statement of correctness:

Theorem 0.1. For any affine algebraic theory T, there exists
a natural surjection 𝜒 : T̂ L → LT that commutes with
generic operations and the strong monad operations.

Conclusion. Our categorical semantics concisely justify
using symbolic execution to perform probabilistic inference.
Moreover, our correctness theorem suggests that symbolic
execution strategies may exist for other affine effects, such
as general semi-ring programming [1, 7].
However, this correctness theorem does not nearly cap-

ture the expressivity of Rosette. Most notably, our current
theorem does not include mutable state or recursion. The
primary focus of future work will be to enable more sophisti-
cated language features by generalizing our results from Set
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to other Cartesian-closed categories, including 𝜔Cpo and
Nom.

Another major focus will be the addition of both observa-
tion and failure. In particular, we will investigate generaliza-
tions in which the “maybe” monad transformer—and monad
transformers in general—are applied to T . Moreover, we will
continue to study symbolic liftings as atomic sheaves.
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